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Abstract—The Hadoop enabled cloud platforms are gradually becoming a preferred computational environment to execute scientific big data workloads in a periodic manner. However, it is observed that the default data placement approach of such cloud platforms is not the efficient one and often ends up with significant data transfer overhead leading to degradation of the overall job completion time. In this paper, a Resource and Network-aware Data Placement Algorithm (RENDA) is proposed to reduce the non-local executions and thereby reduce the overall job completion time for periodic workloads in the cloud environment. The entire job execution is modeled as a two-stage execution characterized as data distribution and data processing. The RENDA reduces the time of the stages as mentioned above by estimating the heterogeneous performance of the nodes on a real-time basis followed by careful allocation of data in several installments to participating nodes. The experimental results show that the proposed RENDA algorithm consistently outperforms over the recent state-of-the-art alternatives with as much as 28% reduction in data transfer overhead leading to 16% reduction in average job completion time with 27% average speedup on average job execution.
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1 INTRODUCTION

In the era of high-speed internet, the usage of web applications has increased many folds leading to the generation of a massive amount of data daily [1]. Among the parallel processing models, cloud computing is popular due to its simplicity, scalability, and fault tolerance characteristics, which has encouraged organizations such as Facebook to adopt the open-source implementation Apache Hadoop to build the big data analytic cloud platforms [2]. Usually, Hadoop enabled cloud platforms scale from a few machines to thousands of machines, also known as nodes.

The default data placement scheme of Hadoop assumes homogeneous computing resources of nodes and distributes an equal amount of input data among the nodes for the load balancing [3]. However, the default Hadoop scheme triggers a significant number of non-local executions in heterogeneous cloud platforms [4]. The non-local execution means the data processing happens in the node where data are not present and need to be brought from other nodes. The non-local executions result from inefficient data distribution, whereby the nodes with higher computing resources finish the data processing earlier and become idle. To maximize resource utilization, the data placement scheme needs to transfer the excess data from the sluggish nodes to the efficient nodes.

Several real-life applications generate huge amount of data in a periodic manner such as weblog analysis [5], distributed grep [6], reverse web-link graph [7], URL access frequency count [8] etc. Such applications can be easily expressed as MapReduce (MR) jobs [9], which enable their parallel execution in a cloud environment. Each MR job completes the execution in sequential phases known as a map and a reduce. The dedicated cloud machine known as a master node partitions the input MR job in equal-sized data blocks and distributes them onto the slave nodes. Later, in a map phase, map tasks are scheduled to the nodes, also known as mappers to generate the intermediate data. In a reduce phase, selective nodes, also called reducers collect the intermediate data from the mappers and generate the final output.

The Hadoop architecture is comprised of two fundamental stages, such as data distribution and data processing. The data distribution refers to the time master node takes to distribute the input data blocks to slave nodes. The data processing refers to the time slave nodes take to process the assigned input data blocks. In default Hadoop enabled cloud; job completion is the sequential execution of data distribution and data processing.
stages, as shown in Fig. 1. However, such sequential execution compulsion is not efficient, and it affects the job completion time. For instance, the data distribution stage takes longer to complete if the input data size is large or network resources are insufficient. The possible best-case scenario is presented in Fig. 1, where the data distribution is carried out in several installments concurrent with the data processing resulting in the reduction of the overall job completion time.

The data distribution without assessing the computing resources and network delay may trigger several non-local executions. The non-local executions increase the network traffic and therefore incur the data transfer overhead, which negatively impacts the overall job completion time. Our experiment on a 16 nodes virtual Hadoop cloud shows that data distribution takes as much as 48% of the total job completion time. Hence, it is highly essential to reduce the data distribution time and the number of non-local executions to reduce the overall job completion time. For simplicity, the terms data and data blocks are used interchangeably throughout the study.

In this paper, we design a Resource and Network-aware Data Placement Algorithm (RENTA) to reduce the data transfer overhead in the cloud and thereby to reduce the overall job completion time.

Our contributions are summarized as follow,

- The Hadoop enabled cloud’s data placement problem is formulated as a sequential execution of data distribution and data processing stages.
- The major pitfalls in the existing data placement schemes are described.
- A Resource and Network-Aware Data Placement (RENTA) algorithm is designed by estimating the cloud nodes’ performance on-the-fly.
- Extensive performance evaluation of RENTA is carried out against the state-of-the-art alternatives.

The scope of this work is mainly addressing the above-mentioned pitfalls and focuses on designing an efficient, in the sense of including the resource and network awareness, data placement strategy, conducting rigorous analysis, and to evaluate its performance on actual cloud platforms. The evaluation is also carried out by comparing our strategy with most commonly available and relevant strategies in the literature. The paper has all the four important contributions namely, design, analysis, performance evaluation and actual realization on a Cloud platform employing both the physical and virtual nodes.

The rest of the paper is organized as follows. In Section 2, related works are described. The problem statement is discussed in Section 3 followed by the pitfalls in existing schemes are described in Section 4. The proposed RENTA scheme is described in Section 5. The experimental results are presented in Section 6 and concluding remarks are made in Section 7.

Divisible Load Theory (DLT) refers to the scheduling of large-scale partitionable workloads on networked computing platforms. Effective distribution of such partitionable workloads on compute nodes makes it possible for their rapid processing. Large-scale image processing [10], polynomial multiplication [11], and stream data processing [12] are few of the examples of the divisible workloads. In Hadoop enabled cloud, the divisible workloads are distributed in a single installment. In other words, the divisible workloads also referred to as the data blocks are distributed to the compute nodes in a single shot. However, in a heterogeneous cloud data center, workload distribution in a single installment may violate the "Optimality principle" [13], which states that compute nodes should conclude the workload processing simultaneously to ensure the shortest workload completion time. To overcome the shortcomings of single installment distribution, in [14, 15] multi-installment strategies are proposed. However, deriving an optimal multi-installment model is challenging as the model needs to capture all possible overheads.

Several proposals are made to address the workload distribution issues of a Hadoop cloud [3, 16–19]. In [16], a data placement algorithm is introduced to balance the distribution of intermediate data of MR jobs. However, balancing the intermediate data is not sufficient to reduce the job completion time. In [18], a parallel distributed file system "Lustre" is proposed to benefit shuffle-intensive workloads of MR jobs. However, [18] may not efficiently work for map-intensive and reduce-intensive periodical workloads. In [19], a heuristic data placement algorithm is designed considering the topology of the nodes to cut down the network traffic during the MR job execution. However, fluctuating cloud performance makes it challenging to predict the optimum data layout leading to unexpected non-local executions. In [17], a genetic optimization algorithm is designed for the replica distribution in Hadoop.

Considering the impact of data placement on cloud performance, various data placement approaches are proposed in the past [4, 20–24]. In [21], an application-specific data placement scheme is introduced, which is exclusively designed for the scenarios, where data access patterns exhibit data grouping and interest locality among the data. In [20, 22], a sampling-based data distribution approach is proposed, where it is mandated to execute a sample task on each virtual node to estimate computational capacity the proportional data placement.
In [23, 24], overlapped execution of MR jobs is explored to improve the overall performance. In [24], an algorithm is designed to address the overlapping execution of different phases, such as map, shuffle, and reduce. However, [24] algorithm relies on a sampler that collects data distribution information from partitions before executing an MR job. In [23], a joint scheduling optimization of overlapping map and shuffle phases is carried out by introducing the strong pairs to minimize the average job makespan. However, it is assumed that an entire set of jobs can be decomposed into strong pairs whereby map and shuffle workloads of one job equal to shuffle and map workloads of another job. Such assumptions may not hold for all jobs in a real production cluster.

The previous approaches’ fundamental shortcoming is to build the notion of heterogeneity based on the sole factor of computational resources. We argue that several other factors are responsible for the heterogeneous behavior of the cloud nodes, such as the concurrency of tasks, resource availability, and network delay. In the presence of the factors as mentioned above, the estimation of the nodes’ computational capacity may not be fully realized by merely running sample tasks. A competent data placement scheme comprehensively evaluates the impact of the aforementioned factors instead of relying on the nodes’ computational capacity for data distribution.

### Table 1

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J_i$</td>
<td>$i^{th}$ MR job</td>
</tr>
<tr>
<td>$T^J_{JC}$</td>
<td>Job completion time of $J_i$</td>
</tr>
<tr>
<td>$T^D_{Ji}$</td>
<td>Data blocks distribution time of $J_i$</td>
</tr>
<tr>
<td>$T^P_{Ji}$</td>
<td>Data blocks processing time of $J_i$</td>
</tr>
<tr>
<td>$T^M_{Ji}$</td>
<td>Map phase completion time of $J_i$</td>
</tr>
<tr>
<td>$T^R_{Ji}$</td>
<td>Reduce phase completion time of $J_i$</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of data nodes in a cloud data center</td>
</tr>
<tr>
<td>$r$</td>
<td>Number of racks in a cloud data center</td>
</tr>
<tr>
<td>$n_{rk}$</td>
<td>$r^{th}$ rack of a cloud data center</td>
</tr>
<tr>
<td>$d_{rk}$</td>
<td>Data blocks allocated to $n_{rk}$</td>
</tr>
<tr>
<td>$t_{rk}$</td>
<td>Time taken by $n_{rk}$ to process $</td>
</tr>
<tr>
<td>$L_i$</td>
<td>$i^{th}$ local switch of cloud data center</td>
</tr>
<tr>
<td>$p$</td>
<td>$p^{th}$ reduce node (reducer)</td>
</tr>
<tr>
<td>$S_{rk}$</td>
<td>Sample task execution time on node $n_{rk}$</td>
</tr>
<tr>
<td>$p_{rk}$</td>
<td>Mean data block processing time of $n_{rk}$</td>
</tr>
</tbody>
</table>

### 3 Problem Statement

In a typical MR job, data blocks are distributed followed by the data blocks’ processing in a sequence. Hence, for any MR job $J_i$, the job completion time $T^J_{JC}$ can be defined as shown in Eq. 1.

$$T^J_{JC} = T^D_{Ji} + T^P_{Ji}$$  \(1\)

Here, $T^D_{Ji}$ and $T^P_{Ji}$ represent the completion time of the map phase and reduce phase of job $J_i$, respectively. The periodic job arrival scenario is shown in Fig. 2. The system model is comprised of data arrival model and cloud model. The data arrival model is defined as a periodic time series model represented as $T = \{t_0, t_1, ..., t_N\}$, where input data generated in time interval $\Delta = \{\Delta_0, \Delta_1, ..., \Delta_{N-1}\}$ are stored in log files $F = \{f_1, f_2, ..., f_t\}$, respectively. The input data are continuously generated by applications such as streaming tweets, Google search queries, etc., which are aggregated periodically and logged into the files to form the workload batches. Here, $\Delta_{i-1,i}$ represents the time interval between $t_{i-1}$ and $t_i$, and $f_i$ represents the log file consisting of data generated in $\Delta_{i-1,i}$. The size of the $f_i$ is represented as $S(f_i)$. Since, data generation rate may vary from one time interval to another, $S(f_i) \neq S(f_{i+1})$. This set $F$ of log files acts as periodical input workload to be processed by the slave nodes.

The cloud model is presented in Fig. 2. Let $N$ be the number of nodes, and $r$ be the number of racks in a cloud data center. Let $r$ racks be represented as $R = \{R_1, R_2, ..., R_r\}$. It is assumed that each rack $R_i \in R$ is comprised of identical number of nodes. Let $k = \lceil \frac{N}{r} \rceil$ be a number of nodes in a rack $R_k$ represented as $\{n_{i1}, n_{i2}, ..., n_{ik}\}$. Let the communication among the nodes within a rack $R_i \in R$ takes place via local switch $L_i^j$ whereas communication among the nodes across the racks $R_i \in R$ and $R_j \in R$ takes place via combination of local switches $(L_i, L_j)$ and global switch $G$. The cloud
model is assumed to have heterogeneous nodes with different computational capacities, and network with different latency and bandwidth. The notations and corresponding meaning are described in Table 1.

Let, job $J_i$ be arrived at time $t_i$ in a cloud data center of $N$ nodes with an input file $f_i$ of size $S(f_i)$. The master node divides the file $f_i$ into set $D_i$ of data blocks with each data block of size $b$, where $|D_i| = \frac{S(f_i)}{b}$. Later, the master node distributes $|D_i|$ data blocks among $N$ nodes. Let nodes $n_{ij}, n_{i1}, ..., n_{ir}$ receive $d_{i11}, d_{i12}, ..., d_{irk}$ data blocks, respectively. Here, $|D_i| = \sum_{j=1}^{k} \sum_{j=1}^{k} |d_{ij}|$, where $|d_{ij}|$ is the number of data blocks in $j^{th}$ node of $i^{th}$ rack. Let us assume that master node takes $d_{11}, d_{12}, ..., d_{rk}$ amount of time to distribute $|d_{11}|, |d_{12}|, ..., |d_{rk}|$ data blocks to nodes $n_{ij}, n_{i1}, ..., n_{ir}$, respectively. The data blocks are distributed in parallel, and therefore the longest distribution time among $d_{11}, d_{12}, ..., d_{rk}$ is considered as the total data blocks distribution time $T_D^i$ for job $J_i$ as shown in Eq. 3.

$$T_D^i = \max(d_{11}, d_{12}, ..., d_{rk})$$  \hspace{1cm} (3)  

In data blocks processing stage, job $J_i$ executes in map phase followed by reduce phase. Let $m_{ij}$ be the time taken by $n_{ij}$ to process $|d_{ij}|$ data blocks in the map phase. To be specific, $n_{ij}, n_{i1}, ..., n_{ir}$ take $m_{11}, m_{12}, ..., m_{rk}$ time to process $|d_{11}|, |d_{12}|, ..., |d_{rk}|$ data blocks, respectively. Here, the nodes participating in map phase are referred as mappers. For any job $J_i$, the map phase completion time represented as $T_M^i$ is the time taken by the longest running mapper expressed as follow.

$$T_M^i = \max(m_{11}, m_{12}, ..., m_{rk})$$  \hspace{1cm} (4)  

In a reduce phase, the number of nodes also called as reducers may vary between $[1, N]$, where $N$ is the maximum number of nodes in a cloud. Let $p$ be number of nodes that participate in the reduce phase, where $1 \leq p \leq N$. Let reducers $\chi_1, \chi_2, ..., \chi_p$ take $r_1, r_2, ..., r_p$ time in the reduce phase, respectively. Here, $\chi_i \in \{n_{ij}, n_{i1}, ..., n_{ir}\}$. The reducers process the data concurrently and therefore $T_R^i$ represents the time taken by the longest running reducer expressed as follow.

$$T_R^i = \max(r_1, r_2, ..., r_p), \hspace{0.5cm} \text{where} \hspace{0.5cm} 1 \leq p \leq N$$  \hspace{1cm} (5)  

Using the Eq. 2, Eq. 3, Eq. 4, and Eq. 5, Eq. 1 can be rewritten as shown in Eq. 6. The Eq. 6 infers that for any MR job $J_i$, the $T_C^i$ is the summation of longest time taken by the respective nodes in data blocks distribution stage, map phase, and reduce phase.

$$T_C^i = \max(d_{i11}, d_{i12}, ..., d_{irk}) + \max(m_{11}, m_{12}, ..., m_{rk}) + \max(r_1, r_2, ..., r_p)$$  \hspace{1cm} (6)  

From Eq. 6, it is inferred that a single straggling node can potentially hold up the job progress and delay its completion.

4.1 Longer data blocks distribution time

Several applications generate a huge amount of data such as IP trace streams [25], search queries [26], streaming tweets [27] etc. Due to the huge input data size and a constrained bandwidth in a cloud data center, the data distribution stage itself takes a substantial amount of time followed by the data processing stage which continues for the multiple rounds of MR phases depending on the “cloud data center size” and the “concurrency factor”. The “cloud data center size” is defined as the number of nodes in a data center and the “concurrency factor” is defined as the number of concurrently running tasks on any node.

Let node $n_{ij}$ be allocated the $|d_{ij}|$ number of input data blocks. If the concurrency factor of $n_{ij}$ is $c_{ij}$, then $n_{ij}$ takes $\left\lfloor \frac{|d_{ij}|}{c_{ij}} \right\rfloor$ rounds to process $|d_{ij}|$ number of data blocks. Here, $c_{ij} > 0$. Fig. 3 illustrates the example for the execution of node $n_{ij}$ with $|d_{ij}| = 08$ and $c_{ij} = 2$.

Fig. 3a shows the single installment traditional Hadoop execution [9]. First, the data blocks $|d_{ij}| = 08$ are distributed in the cloud and then $n_{ij}$ processes two data blocks concurrently and takes four rounds to completely depending on the concurrency factor $c_{ij} = 02$. For simplicity, it is assumed that the nodes take equal time to process the data blocks. The improved multi-installment overlapped execution is shown in Fig. 3b. Let initially $|d_{ij}| = 04$ data blocks be distributed and the remaining $|d_{ij}| = 04$ data blocks be distributed in another installment concurrent with the processing of first four data blocks. The main advantage of overlapped execution is a significant reduction in data blocks distribution time. Besides, the overlapped execution facilitates the early start of the data blocks processing stage as well. In overlapped execution, the data blocks distribution and data blocks processing progress simultaneously, which reduces the longer data blocks distribution time, as shown in Fig. 3.

4.2 Uniform distribution

In a uniform distribution [9, 21], the nodes are assigned with equal number of data blocks irrespective of their
processing capacities. Let job $J_i$ be arrives in a cloud data center of $N$ nodes with input data blocks of $|D_{J_i}|$. Each node $n_{ij} \in N$ receives approximately $d = \left\lfloor \frac{|D_{J_i}|}{N} \right\rfloor$ data blocks. Let $p_{t11}, p_{t12}, ..., p_{t rk}$ be represents mean data block processing time of nodes $n_{11}, n_{12}, ..., n_{rk}$, respectively. For $d$ data blocks, it takes $m_{11}, m_{12}, ..., m_{rk}$ amount of time for nodes $n_{11}, n_{12}, ..., n_{rk}$ to complete the processing, respectively. Here, $m_{ij} = d \times p_{tij}$, and $m_{ij} \neq m_{uvw}$, where $i,u \in [1,r]$, and $j,v \in [1,k]$. It is worth noting that nodes $n_{11}, n_{12}, ..., n_{rk}$ take different amount of time $m_{11}, m_{12}, ..., m_{rk}$ to process $d$ blocks, respectively.

From the workings, it is clear that the uniform distribution strategy is easy to realize in practice and suits well for data blocks that need more-or-less homogeneous processing that would consume almost identical amounts of processing time. However, when data blocks take different amounts of time, certain nodes tend to become idle earlier. Under such circumstances, one can always find nodes $n_{ij}$ and $n_{uv}$ with a minimum processing time $m_{ij}$ and a maximum processing time $m_{uv}$, respectively. The node $n_{ij}$ likely completes the data blocks processing earlier and become idle. To fully utilize the cloud resources, the node $n_{ij}$ starts fetching the data blocks from node $n_{uv}$ resulting in non-local executions. Such non-local executions increase in cloud data centers with a highly heterogeneous computing resource. Hence, the uniform data blocks distribution is not suitable in a heterogeneous cloud environment.

### 4.3 Sampling-based distribution

In a sampling-based distribution, the Naive approach [20] is used to allocate data blocks in the proportion of the nodes’ computing resources. However, it is challenging to measure the exact computing resources of nodes. Hence, an estimation is made by executing a sample task on nodes.

Let $|D_{J_i}|$ be a number of input data blocks of job $J_i$, which is to be distributed among $N$ nodes. Let sample task execution time be $S_{i1}, S_{i2}, ..., S_{ir}$ for nodes $n_{11}, n_{12}, ..., n_{rk}$, respectively. Using a sample task execution time, a relative performance $R_{ij}$ of node $n_{ij}$ can be derived as follow:

$$R_{ij} = \frac{(S_{ij})^{-1}}{\sum_{x=1}^{r} \sum_{y=1}^{k} (S_{xy})^{-1}}, \text{ where } i \in [1,r], j \in [1,k]$$

(7)

Let nodes $n_{11}, n_{12}, ..., n_{rk}$ be assigned with $|d_{11}|, |d_{12}|, ..., |d_{rk}|$ data blocks in direct proportion to their observed relative performances $R_{11}, R_{12}, ..., R_{rk}$, respectively as shown in Eq. 8. Here, $|d_{ij}| \leq |D_{J_i}|$.

$$|d_{ij}| = R_{ij} \times |D_{J_i}|$$

(8)

In the following, we explain how the sampling-based distribution performs better over the uniform distribution. Let $|D_{J_i}| = 64$ MB, where $d_{ij} \in D_{J_i}$. Let there be three nodes in a cloud data center represented as $n_{11}, n_{12},$ and $n_{13}$. Let sample task execution time be $S_{i1} = 32s$, $S_{i2} = 16s$, and $S_{i3} = 08s$. Based on the sample task execution time, the relative performance calculated using Eq. 7 is $R_{11} = 0.14$, $R_{12} = 0.29$, and $R_{13} = 0.57$. In a uniform distribution, each node receives equal number of data blocks. Therefore, $|d_{11}| = |d_{12}| = |d_{13}| = 02$. However, as observed during the sample task execution, nodes $n_{11}, n_{12},$ and $n_{13}$ are expected to take 64s, 32s, and 16s for the processing of assigned two data blocks, respectively. Such skewed data processing time forces the cloud data center to perform non-local executions. On the contrary, in a sampling-based distribution, nodes $n_{11}, n_{12},$ and $n_{13}$ are allocated with 01, 02, and 03 data blocks in direct proportion to their relative performance $R_{11} = 0.14$, $R_{12} = 0.29$, and $R_{13} = 0.57$, respectively. Based on the sample task execution, nodes $n_{11}, n_{12},$ and $n_{13}$ take nearly identical data blocks processing time 32s, 32s, and 24s, respectively. Contrary to 64s job execution time in a uniform distribution, the sampling-based distribution concludes in 32s and reduces the job completion time by half.

However, sampling-based distribution does not perform well in a fluctuating cloud performance. Fig. 4 shows an experimental execution of an MR job (Word count) comprised of 69 tasks with their corresponding task completion time on node $n_{ij}$. Fig. 4 shows that the performance of $n_{ij}$ fluctuates heavily during the job execution. The longest-running task takes 43s, and the least running task completes in 10s. We argue that in such a highly fluctuating cloud performance, the data blocks distribution becomes unreliable if a node’s performance is ascertained based on the sample task execution. In the following, scenarios are described to show the vulnerability of the sampling-based approach.

Let sample task on node $n_{ij}$ takes the minimum execution time i.e., $S_{ij} = 10s$ as shown in Fig. 4. Let $|d_{ij}|$ data blocks be assigned to node $n_{ij}$ based on the sample task execution time. However, $S_{ij} = 10s$ is the best performance of node $n_{ij}$. For the rest of the tasks, node $n_{ij}$ observes significantly more time than
Let job $J_i$ be arrived at time $t_i$ to a cloud data center of $N$ nodes with an input file size $S(f_i)$. The master node divides the file $f_i$ into set $D_{J_i}$ of data blocks with each data block of size $b$, where $|D_{J_i}| = \left\lceil \frac{S(f_i)}{b} \right\rceil$. Let $x\%$ of $|D_{J_i}|$ data blocks be initially assigned to the $N$ nodes. Here, $x = \left\lceil \frac{N}{|D_{J_i}|} \times 100 \right\rceil$, which ensures that each node $n_{ij}$ receives at least one data block. In a cloud data center, $|D_{J_i}| >> N$ is a normal scenario. It is challenging to predict the performance of nodes a priori, therefore the set of $x\%$ data blocks are equally assigned to the nodes with each node $n_{ij}$ is assigned with $d = \left\lfloor \frac{x \times |D_{J_i}|}{N} \right\rfloor$ data blocks, where $i \in [1, r], \ j \in [1, k]$. It is assumed that due to the heterogeneous network resources, it takes $d_{ij1}, d_{ij2}, ..., d_{ijk}$ time to distribute $d$ data blocks to nodes $n_{i1}, n_{i2}, ..., n_{ik}$, respectively. The data blocks distribution time $d_{ij}$ of node $n_{ij}$ is called as network delay. In subsection 5.5, the network delay calculation is described in detail.

### 5.3 Estimation of the remaining time

The nodes with heterogeneous processing capacity take a different amount of time to process the allocated data blocks. At any given time interval, RENDA employs the Weighted Moving Average (WMA) of processing rates to better estimate the processing rate and the remaining time. The WMA assigns more weights to the recent observations and less weights to the distant observations, which helps to capture the highly dynamic nature of the cloud environment.
The WMA meets the use condition of predicting the processing rate of slave nodes as WMA captures the instantaneous processing rate fluctuations along with historical behavior of the slave nodes. To be specific, WMA gives more importance to the current processing rate, which helps to identify the near future trend of the corresponding slave nodes. The result of Fig. 5 confirms our observation and the appropriateness of the WMA. The WMA estimates any node’s current processing rate by assigning the weights in decreasing order from the very recent to the older processing rates. For any node \( n_{ij} \), the weighted moving average processing rate in \( t^{th} \) time interval is denoted as \( w_{n_{ij}}(t) \). For the past \( m \) observations, \( w_{n_{ij}}(t) \) is calculated as shown in Eq. 9.

\[
w_{n_{ij}}(t) = 2 \times \frac{m P_{n_{ij}}(t) + (m - 1) P_{n_{ij}}(t - 1) + \ldots + P_{n_{ij}}(t - m + 1)}{m(m + 1)}
\]

(9)

Here, \( m > 0 \) is the number of past observations and it can be decided experimentally. In our experiment, \( m = 7 \) results in improved performance for Grep and Sort applications. The impact of \( m \) on estimation of the remaining time of the nodes is shown in Fig. 10 and Fig. 11. In Eq. 9, the \( w_{n_{ij}}(t) \) on the left hand side represents the weighted moving average processing rate in \( t^{th} \) time interval and the right hand side represents the \( m \) numbers of processing rates \( \{P_{n_{ij}}(t), P_{n_{ij}}(t - 1), \ldots, P_{n_{ij}}(t - m + 1)\} \) with discounted weights \( \{m, m - 1, \ldots, 1\} \), respectively.

\[
P_{n_{ij}}(t) = \frac{\mathbb{P}_{n_{ij}}(t)}{\delta t}
\]

(10)

The processing rate of any node \( n_{ij} \) in \( t^{th} \) time interval is defined as \( P_{n_{ij}}(t) \) and can be calculated as shown in Eq. 10. Here, \( \mathbb{P}_{n_{ij}}(t) \) represents the amount of data processed by node \( n_{ij} \) in \( t^{th} \) time interval, and \( \delta t \) represents the duration of the time interval.

To validate the applicability of WMA in predicting the processing rate, an experiment has been conducted by scheduling different number of VMs on different time instances. As shown in Fig. 5, initially (0-10 sec), the PMs are loaded with four VMs and three VMs were killed gradually during the 10-22 sec that resulted in improved processing rate. The processing rate of any active VM changes significantly by creating or terminating the co-VMs on any PM as shown in Fig. 5. The processing rate prediction ability of WMA is validated under this dynamic scenario against the Exponential Moving Average (EMA) with \( \alpha = 0.3 \) and Simple Moving Average (SMA) with window size of \( m=8 \), respectively. Here, \( \alpha = 0.3 \) is the constant smoothing factor, which is obtained experimentally. The \( \alpha = 0.3 \) and \( m=8 \) for EMA and SMA, respectively is considered due to the improved result. On the contrary, \( m=7 \) is considered for WMA based on the detailed experimental analysis as shown in Fig. 10 and Fig. 11. Fig. 5 shows that WMA adapts to the changes faster than the SMA and EMA. However, performance of EMA is in line with the WMA. On the contrary, SMA is bit lazy to adapt to the dynamic changes in the cloud layout and therefore it reduces the predictability of the processing rate.

\[
MAE = \frac{\sum_{i=1}^{m} |w_{n_{ij}}(t) - P_{n_{ij}}(t)|}{m}
\]

(11)

\[
MSE = \frac{1}{m} \sum_{i=1}^{m} (P_{n_{ij}}(t) - w_{n_{ij}}(t))^2
\]

(12)

\[
RMSE = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (P_{n_{ij}}(t) - w_{n_{ij}}(t))^2}
\]

(13)

To quantify the predictability of EMA, SMA, and WMA, prediction error analysis is performed for Mean Absolute Error (MAE), Mean Squared Error (MSE), and Root Mean Squared Error (RMSE) using Eq. 11, Eq. 12, and 13, respectively. The corresponding results along with the Standard Deviation (STD) are shown in Table 3. The results are obtained for at least 200 VMs using Grep MR application and then averaged to avoid the bias. It is evident from the results that WMA quickly adapts to the dynamic changes in the processing rate of VMs and has least prediction error over MAE, MSE, and RMSE. On the contrary, SMA suffers due to their lazy adaptiveness to the dynamic changes in processing rates. The WMA performs marginally better over EMA as WMA reacts quickly to the new processing rates.

**Theorem 1.** In any given time interval, the time complexity to calculate \( w_{n_{ij}}(t) \) is a unit time.

**Proof.** As shown in Eq. 9, the calculation of \( w_{n_{ij}}(t) \) is an iterative process and it takes \( m > 0 \) iterations. Here, \( m \) is the user-defined previous observations.

Let \( w_{n_{ij}}(t+1) \) be the weighted moving average in next
time interval \( t + 1 \) and can be defined as shown in Eq. 14:

\[
w_{nij}(t + 1) = 2 \times \frac{mP_{nij}(t + 1) + (m - 1)P_{nij}(t) + \ldots + P_{nij}(t - m)}{m(m + 1)}
\] (14)

The denominators of Eq. 9 and 14 are constants and can be represented as \( \frac{m(m + 1)}{2} \). The difference between \( w_{nij}(t + 1) \) and \( w_{nij}(t) \) can be represented as shown in Eq. 15.

\[
w_{nij}(t + 1) - w_{nij}(t) = mP_{nij}(t + 1) - P_{nij}(t) - \ldots - P_{nij}(t - m + 1)
\] (15)

If we represent \( w_{nij}(t) + \ldots + w_{nij}(t - m + 1) \) as \( S(t) \), then \( S(t + 1) = S(t) + P_{nij}(t + 1) - P_{nij}(t - m + 1) \). Let \( N(t + 1) \) and \( N(t) \) represent the numerator of Eq. 14 and Eq. 9, respectively. The \( N(t + 1) \) can be obtained using the known information from previous iteration such as \( N(t) \), \( mP_{nij}(t + 1) \), and \( S(t) \). The \( N(t + 1) \) can be calculated as shown in Eq. 16.

\[
N(t + 1) = N(t) + Pw_{nij}(t + 1) - S(t)
\] (16)

The iterative calculation of \( w_{nij}(t) \) defined in Eq. 9 can be performed in a single operation using Eq. 9, 14, and 16. Hence, the time complexity to calculate \( w_{nij}(t) \) is a unit time.

Without loss of generality, let us consider that in any time interval, each node has a different number of processed, currently under process, and unprocessed data blocks, as shown in Fig. 6. The remaining time of any node is defined as the summation of the time to complete the currently under process and unprocessed data blocks.

![Fig. 6. Representation of data blocks on nodes](image)

Let \( \Theta_{nij}(t) \) be the total number of data blocks on node \( n_{ij} \) in \( t^{th} \) interval. Out of \( \Theta_{nij}(t) \), let \( \alpha_{nij}(t) \), \( \beta_{nij}(t) \), and \( \gamma_{nij}(t) \) be the processed, currently under process, and unprocessed data blocks, respectively on node \( n_{ij} \) in \( t^{th} \) interval.

Let \( U_{nij}(t) \) be the total amount of unprocessed data on node \( n_{ij} \) in \( t^{th} \) interval. The \( U_{nij}(t) \) can be expressed as shown in Eq. 17. Here, \( \mu_y(t) \) represents the amount of unprocessed data of data block \( y \) in \( t^{th} \) interval, where \( y \in \beta_{nij}(t) \). The \( \mu_y(t) \) can be expressed as \( \mu_y(t) = b - \zeta_y(t) \), where \( b \) represents individual data block size and \( \zeta_y(t) \) represents the amount of processed data of data block \( y \in \beta_{nij}(t) \). The \( \zeta_y(t) \) can be obtained using well-defined scheme such as Longest Approximate Time to End (LATE) [31]. For the Map tasks, the processed data is the fraction of input data read. For the Reduce tasks, the execution is divided into three phases such as copy, sort, and reduce, each of which accounts for \( \frac{1}{3} \) of the processed data. Based on the fraction of data read, the amount \( \zeta_y(t) \) is ascertained and communicated to the Master node in each time interval. \( \gamma_{nij}(t) \) represents the number of unprocessed data blocks on node \( n_{ij} \) in \( t^{th} \) interval.

\[
U_{nij}(t) = \sum_{y \in \beta_{nij}(t)} \mu_y(t) + \gamma_{nij}(t) \times b
\] (17)

Using Eq. 9 and Eq. 17, the remaining time \( \Re_{nij} \) can be estimated as defined in Eq. 18. Here, \( \pi_{nij} \) represents the average startup delay to process a data block on node \( n_{ij} \).

\[
\Re_{nij} = \frac{U_{nij}(t)}{w_{nij}(t)} + \gamma_{nij}(t) \times \pi_{nij}
\] (18)

In Eq. 18, the \( w_{nij}(t) \) represents the average data processing rate in time interval \( t \), which also includes the concurrent processing rate of the node. The number of concurrent tasks on any node may vary from one-time interval to another. Therefore, without losing the generality, the average data processing capacity \( w_{nij}(t) \) is considered for any node \( n_{ij} \).

### 5.4 Subsequent data blocks distribution

During the data blocks processing, nodes communicate \( \Re_{nij} \) to master node in each time interval. Later, master node compares the \( \Re_{nij} \) with network delay \( \delta_{nij} \) and decides the threshold value using Eq. 19. The threshold represents the time at which subsequent data blocks should be assigned to respective node \( n_{ij} \).

\[
\text{threshold} = \begin{cases} 
0 & \text{if } (\Re_{nij} - \delta_{nij}) > 0 \\
1 & \text{if } (\Re_{nij} - \delta_{nij}) \leq 0 
\end{cases}
\] (19)

Here, \( \text{threshold} = 0 \) indicates that the node has enough data to process. On the contrary, \( \text{threshold} = 1 \) indicates that the subsequent data blocks allocation should be initiated. Let \( l_{nij} \) be the subsequent data blocks allocated to node \( n_{ij} \). The \( l_{nij} \) can be calculated using Eq. 20.

\[
l_{nij} = x \times \frac{\Re_{nij}(t)}{\sum_{i = 1}^{r} \sum_{j = 1}^{N} \Re_{nij}(t)}
\] (20)

Here, \( \Re_{nij}(t) \) is the relative performance of node \( n_{ij} \) in a cloud data center in \( t^{th} \) time interval. The \( \Re_{nij}(t) \) can be calculated using Eq. 21.

\[
\Re_{nij}(t) = \min\{P_{nij}(t), \ldots, P_{n_{rk}}(t)\}
\] (21)

**Theorem 2.** Given the set \( \{\Re_{n_{11}}(t), \Re_{n_{12}}(t), \ldots, \Re_{n_{1k}}(t)\} \) and set \( \{d_{11}, d_{12}, \ldots, d_{1k}\} \), it takes linear time for master node to verify the threshold in each time interval.

**Proof.** Consider the worst scenario as follow. The nodes \( n_{11}, n_{12}, \ldots, n_{rk} \) send the remaining time information
\( R_{n_1}(t), R_{n_2}(t), \ldots, R_{n_k}(t) \) in the form of heartbeat message at the same time to master node, respectively.

For simplicity \( N = \{n_{11}, n_{12}, \ldots, n_{rk}\} \). This implies that cloud data center is comprised of total \( N \) nodes, which together send \( N \) heartbeat messages in each time interval. As shown in Fig. 2, the nodes have unique path from master node, which implies that each node is associated with single network delay. Hence, \( N = \{(d_{11}, d_{12}, \ldots, d_{rk})\} \).

In each heartbeat message, master node performs one-to-one comparison of \( N \) remaining time messages \( R_{n_1}(t), R_{n_2}(t), \ldots, R_{n_k}(t) \) from nodes to corresponding \( N \) network delay messages \( d_{11}, d_{12}, \ldots, d_{rk} \) respectively. The comparison process concludes in the most \( N \) comparisons. Hence, the worst case time complexity to obtain threshold information is \( O(N) \).

5.5 Determining network delay

In RENDA, network delay \( d_{ij} \) is defined as the data blocks distribution time to node \( n_{ij} \). Fig. 7 shows the part of the cloud model shown in Fig. 2. Here, the network configuration is comprised of switches and cables with different latencies and bandwidths, respectively. Let nodes \( n_{11}, n_{21}, \ldots, n_{ik} \) of rack \( R_i \) be connected to local switch \( L_i \) using network cables with bandwidths \( B_{i1}, B_{i2}, \ldots, B_{ik} \), respectively. The local switch \( L_i \) connects to the global switch \( G \) with a cable with bandwidth \( B_G \), and the global switch in turn connects to the master node using the cable with bandwidth \( bw_G \).

Fig. 7. Network delay of data nodes.

To calculate the network delay \( d_{ij} \), a unique path \( P_{ij} \) is defined comprised of network cables and switches. Eq. 22 represents the network delay \( d_{ij} \) that incurs to transfer \( N \) data blocks from the master node to node \( n_{ij} \).

\[
d_{ij} = \sum_{\text{switches} \in P_{ij}} \text{delay}_{\text{switch}} + \sum_{\text{cables} \in P_{ij}} \frac{N}{B_{cable}} \tag{22}
\]

Eq. 22 calculates the network delay \( d_{ij} \) by incorporating the delays incurred by switches and transmission time consumed by cables in path \( P \) to transfer \( N \) data blocks. The network delay is comprised of switch delay and data transmission time. The switching delay, i.e., \( \text{delay}_{\text{switch}} \) is perceived as a fixed minimum time (latency) a switch takes to forward a data block irrespective of its size, and therefore it is a constant term. On the contrary, the data transmission time is a function of the number of data blocks, i.e., \( N \) and cable bandwidth, i.e., \( B_{cable} \).

The step by step process of RENDA data placement procedure is presented in Algorithm 1. Initially, an equal number of data blocks are assigned to each node and a unique network delay \( d_{ij} \) is obtained using Eq. 22. In each heartbeat, nodes obtain the information of the number of processed (\( \alpha_{n_{ij}}(t) \)), currently under processing (\( \beta_{n_{ij}}(t) \)), and unprocessed (\( \gamma_{n_{ij}}(t) \)) data blocks and estimate the remaining time (\( R_{n_{ij}}(t) \)) using the WMA (\( w_{n_{ij}}(t) \)). In any time interval, if the remaining time \( R_{n_{ij}}(t) \) becomes less than the network delay \( d_{ij} \), \( l_{n_{ij}} \) data blocks are distributed by calculating the relative performance of the node \( R_{n_{ij}}(t) \).

Algorithm 1: RENDA algorithm

**Input:** \( S(f_i), b, N \)

**Output:** \( l_{n_{ij}} \)

1. Number of data blocks: \( |D_{f_i}| = \left\lfloor \frac{S(f_i)}{b} \right\rfloor \);
2. Determine the initial percentage:
   \( x = \left\lceil \frac{N}{|D_{f_i}|} \times 100 \right\rceil \);
3. Equally distribute \( \frac{x}{100} \times \frac{|D_{f_i}|}{N} \) data blocks;
4. **foreach** node: \( n_{ij} \in N \) **do**
   5. Prepare network path \( P_{ij} \);
   6. Calculate network delay \( d_{ij} \) using Eq. 22;
5. **end**
6. **foreach** heartbeat message at time \( t \) **do**
   7. **foreach** node: \( n_{ij} \in N \) **do**
   8. Obtain number of processed data blocks \( \alpha_{n_{ij}}(t) \);
   9. Obtain number of currently under process data blocks \( \beta_{n_{ij}}(t) \);
10. Obtain number of unprocessed data blocks \( \gamma_{n_{ij}}(t) \);
11. Calculate processing rate \( P_{n_{ij}}(t) \) using Eq. 10;
12. Calculate weighted moving average processing rate \( w_{n_{ij}}(t) \) using Eq. 9;
13. Calculate amount of unprocessed data \( U_{n_{ij}}(t) \) using Eq. 17;
14. Calculate remaining time \( R_{n_{ij}}(t) \) using Eq. 18;
15. if \( (R_{n_{ij}}(t) - d_{ij}) \leq 0 \) then
   16. if More data blocks? then
   17. Calculate relative performance
   18. \( R_{n_{ij}}(t) = \min\{P_{n_{ij}}(t) / \sum_{l=1}^{k} \frac{R_{n_{ij}}(t)}{\sum_{j=1}^{k} R_{n_{ij}}(t)} \} \);
   19. Dispatch
   20. \( l_{n_{ij}} = x \times \frac{R_{n_{ij}}(t)}{\sum_{l=1}^{k} \frac{R_{n_{ij}}(t)}} \) data blocks to node \( n_{ij} \);
21. **end**
22. **end**
23. **end**
Theorem 3. The data blocks distribution time in overlapped execution is at most the distribution time in a traditional execution.

Proof. Let the cloud data center comprises of $N$ number of nodes with $|D_i|$ input data blocks. First, the theorem’s correctness is described for one node, which is later generalized for all cloud nodes.

In traditional Hadoop execution, data blocks distribution is a one time process and is carried out in a load balanced manner. The $|D_i|$ data blocks are distributed in a manner that each node $n_{ij}$ receives $|d| = \frac{|D_i|}{N}$ data blocks. For any node $n_{ij}$, the data blocks distribution time $T_{D,n_{ij}}$ can be expressed as shown in Eq. 23 using Eq. 22. For simplicity, the first part of Eq. 22 is ignored as irrespective of the data blocks, the delay of network switches remain constant.

$$T_{D,n_{ij}} = \sum_{cable \in P_{ij}} |d| \cdot B_{\text{cable}}$$  \hfill (23)

As the summation is commutative and associative, we can rewrite Eq. 23 as shown in Eq. 24, where $1 \leq x \leq 100$.

$$T_{D,n_{ij}} = \sum_{cable \in P_{ij}} \frac{x\% \times |d|}{B_{\text{cable}}} + \sum_{cable \in P_{ij}} \frac{(100 - x)\% \times |d|}{B_{\text{cable}}}$$  \hfill (24)

In overlapped execution, except initial $x\%$ of $|D_i|$ uniform data blocks distribution, rest $(100 - x)\%$ of $|D_i|$ data blocks are distributed in concurrent of data blocks processing. Hence, for any node $n_{ij}$, the data blocks distribution time in overlapped execution can be expressed as shown Eq. 25. Again, for simplicity, the delay of network switches is ignored.

$$T_{D,O,n_{ij}} = \sum_{cable \in P_{ij}} \frac{x\% \times |d|}{B_{\text{cable}}} + \sum_{cable \in P_{ij}} \frac{(100 - x)\% \times |d|}{B_{\text{cable}}},$$  \hfill (25)

In overlapped execution, the distribution of $(100 - x)\%$ of $|d_{ij}|$ data blocks is carried out concurrently with data blocks processing. Hence, the effective data blocks distribution time is considered the difference between network delay and the corresponding node processing time, as expressed in Eq. 26.

$$T_{D,O,n_{ij}} = \sum_{cable \in P_{ij}} \frac{x\% \times |d|}{B_{\text{cable}}} + \sum_{cable \in P_{ij}} \frac{(100 - x)\% \times |d|}{B_{\text{cable}}},$$  \hfill (26)

From Eq. 24 and Eq. 26, we can write $T_{D,n_{ij}} \leq T_{D,O,n_{ij}}$.

6 EXPERIMENTAL RESULTS

In this section, the cloud environment setup is described, and the evaluation results of the RENDA are presented.

6.1 Environment and settings

The cloud environment settings for physical nodes ($PN$s) and virtual nodes ($VN$s) are shown in Table 4, respectively. To be specific, four high performance $PN$s are employed with each $PN$ comprised of four cores Intel(R) Core(TM) i7-3770 process, 8.0GB of main memory, and 1.0TB of storage. Consequently, sixteen $VN$s are created, with each $PN$ hosting four $VN$s. The $VN$s are created using Oracle VM VirtualBox 5.1.22. The system configuration of $VN$s is carefully chosen and made diversified to ensure a heterogeneous cloud environment. Out of the sixteen $VN$s, the $VN_4$ acts as a master and slave node, and the rest $VN$s act as a slave. Additionally, the cloud environment is made heterogeneous in terms of network data transfer capacity. Three local switches such as $L_1, L_3,$ and $L_4$ are chosen with a theoretical data transfer speed of 100 Mbps; two network switches such as $L_2$ and $G$ are chosen with a theoretical data transfer speed of 1.0 Gbps. The $VN$s are equipped with the operating system Ubuntu 14.04.5 LTS (Trusty Tahr) and Hadoop repository Hadoop 1.0.1 (Stable release).

6.2 Results and discussion

The performance evaluation is carried out on MR applications such as WordCount, Grep, and Sort. Each application is executed for at least ten rounds across different input data sizes, such as 32GB, 64GB, and 96GB, and later averaged to obtain consistent results.

The performance of the virtual cloud data center is shown in Fig. 8 to demonstrate the time each $VN$ takes to distribute the input data. It is to note that the input data is equally distributed among the $VN$s. For example, the 32GB input file is partitioned into data blocks each with 64MB and assigned in equal number to all of the sixteen $VN$s. Each $VN$ receives 32 data blocks with an accumulated input data size of 2.0GB. Despite allocating the equal amount of data, the heterogeneity in network switches, the amount of memory, and hard disk rotational speed, the data distribution time varies across the $VN$s. As evident from Fig. 8, except $VN_4$, the data distribution time is noticeably less for $VN_5, VN_6, VN_7,$ and $VN_8$ hosted on $PN_2$ compared to those hosted on $PN_1, PN_3,$ and $PN_4$. Since $VN_4$ acts as a master and slave node, a little data transfer time is observed. From Fig. 8, it can be observed that despite the same number of CPUs and amount main memory allocated to $VN_7$ and $VN_1$, the data transfer time differs significantly. This infers that...
network delay is also a prominent factor behind cloud heterogeneity in addition to factors such as computing capacity.

The heterogeneous performance of VNs is presented in Fig. 9. For each VN, the data processing time is calculated separately, and the mean of at least ten rounds of execution is considered. It is observed that the VNs, VN5, and VN12 with better computing capacity perform consistently better across the applications with different input data sizes. The performance evaluation outcomes for WordCount, Grep, and Sort is shown in Fig. 9a, 9b, and 9c, respectively. The evaluation results show that irrespective of the computing capacity, the VNs take significant processing time in Sort’s case, followed by Grep, and WordCount. The Sort involves two computer-intensive operations, such as search and compare, followed by Grep, which involves only search operation. On the contrary, the WordCount involves less computer-intensive operation count.

The RENDA employs the WMA for the estimation of the remaining time of the node. However, the value of $m$, the number of past observations to include in WMA, is critical to RENDA’s performance. Therefore, an error analysis is carried out across three MR applications, as shown in Fig. 10 and 11 to experimentally obtain the sub-optimal window size for $m$. In the first experiment of error analysis shown in Fig. 10, the average % estimation error is considered as a metric. At least 10 MR tasks are executed on each PN and remaining time estimation is made for the $m = 0$ to $m = 10$. The difference between actual and estimated task completion time is averaged, and results are plotted for WordCount, Grep, and Sort, as shown in Fig. 10a, 10b, and 10c, respectively. The results show the consistently lower estimation error for window size $m = [5−8]$ with $m = 6$ provides the least estimation error across the three MR applications. The results provide insights that a sufficient number of past observations are required to better estimate the remaining time. However, the inclusion of more than eight and less than five previous observations likely increases the estimation error. The potential reason might be the older values become irrelevant and contribute less in generalizing the node performance. On the contrary, an insufficient number of previous observations may not help WMA to realize the actual node performance.

Despite the window $m = [5−8]$ provides evidence of lower estimation error, another experiment was carried out for detailed investigation under different % of cloud loads. The average % estimation error is obtained for $m = 1$ to $m = 10$ under cloud loads 20%, 40%, 60%, and 80% and the corresponding results for WordCount, Grep, and Sort are shown in Fig. 11a, 11b, and 11c, respectively. The results shown in Fig. 11 confirm the window size $m = [5−8]$ under varying cloud load scenario as well.

The performance of RENDA is evaluated against the state-of-the-art schemes such as Dynamic Data Placement (DDP) [20], Data-gRouping-AWare Data Placement (DRAW) [21], Locality Aware Block Placement (LABP) [4], Overlapping-Based Resource Utilization (OBRU) [24], and default Hadoop Placement. The schemes are evaluated for the following performance metrics. 1). The percentage of non-local task executions, 2). The percentage of data transfer overhead, and 3). The average job completion time.

Fig. 12 shows the results for the percentage of non-local task executions across different input data sizes and Fig. 13 shows the results for the percentage of data transfer overhead across different input data sizes. In the default Hadoop scheme, the data are distributed irrespective of the computing capacity of nodes and network delay. This is the main reason for the default Hadoop placement scheme’s poor performance, leading to the
highest percentage of non-local task executions and data transfer overhead compared to the rival schemes, as evident from Fig. 12 and Fig. 13, respectively. On the contrary, DRAW [21] and DDP [20] performs marginally better compared to default Hadoop placement. The potential justification for the improved performance of DDP [20] over the DRAW [21] is its partially informed data distribution scheme. The DDP [20] obtains the computing capacity information of VNs from the sample task execution. On the contrary, DRAW [21] is highly application-specific, and in the absence of significant interest locality and data grouping, it performs similarly to that of the default Hadoop scheme. Contrary to DDP and DRAW, recent data placement schemes LABP [4] and OBRU [24] perform better. The LABP improves the local task executions and reduces the data transfer overhead at the cost of an increase in the number of replicas of data blocks. However, data blocks replication increases the data blocks distribution time and thereby increases the job completion time. On the contrary, OBRU benefits from its overlapped execution strategy of multiple MR phases such as Map, Shuffle, and Reduce. However, OBRU heavily relies on the sampler to collect the data distribution information from partitions before running the MR jobs. As evident from Fig. 12 and Fig. 13, the RENDA consistently outperforms the rival schemes irrespective of the underlying MR applications and input data size with a reduction in the percentage of non-local executions and data transfer overhead. The possible explanation of RENDA’s improved performance is it’s careful on-the-fly dispatching of data to VNs just in time before the currently executing data exhaust.
Fig. 12. Comparison of data placement schemes with respect to percentage of non-local task executions.

Fig. 13. Comparison of data placement schemes with respect to percentage of data transfer overhead.

Fig. 14. Comparison of data placement schemes with respect to average job completion time.

The evaluation results of RENDA with respect to the percentage reduction in non-local execution of tasks.

<table>
<thead>
<tr>
<th>RENDA</th>
<th>WordCount</th>
<th>Grep</th>
<th>Sort</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hadoop</td>
<td>28.0%</td>
<td>25.9%</td>
<td>25.5%</td>
</tr>
<tr>
<td>DRAW</td>
<td>19.5%</td>
<td>20.5%</td>
<td>18.3%</td>
</tr>
<tr>
<td>DDP</td>
<td>11.9%</td>
<td>13.0%</td>
<td>12.4%</td>
</tr>
<tr>
<td>LABP</td>
<td>10.4%</td>
<td>12.2%</td>
<td>10.9%</td>
</tr>
<tr>
<td>OBRU</td>
<td>9.1%</td>
<td>9.7%</td>
<td>10.6%</td>
</tr>
</tbody>
</table>

The evaluation results of RENDA with respect to the average reduction in job completion time.

<table>
<thead>
<tr>
<th>RENDA</th>
<th>WordCount</th>
<th>Grep</th>
<th>Sort</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hadoop</td>
<td>18.6%</td>
<td>25.0%</td>
<td>29.0%</td>
</tr>
<tr>
<td>DRAW</td>
<td>13.5%</td>
<td>22.7%</td>
<td>23.2%</td>
</tr>
<tr>
<td>DDP</td>
<td>9.3%</td>
<td>13.1%</td>
<td>13.9%</td>
</tr>
<tr>
<td>LABP</td>
<td>10.6%</td>
<td>12.6%</td>
<td>12.3%</td>
</tr>
<tr>
<td>OBRU</td>
<td>8.7%</td>
<td>11.8%</td>
<td>10.5%</td>
</tr>
</tbody>
</table>

Fig. 14 shows the performance comparison in terms of overall average job completion time taken by various schemes across different MR applications and input data size. Fig. 14 shows that the default Hadoop scheme performs poorly and takes the maximum job completion time followed by DRAW, DDP, LABP, OBRU, and the RENDA. The DRAW, DDP, and LABP schemes have the sequential execution compulsion for the job execution, whereby the data processing stage follows the data distribution stage. Hence, unless the data distribution is completed, the data processing can not start. In several instances, few straggling nodes or faulted networking hold up the data distribution stage for unexpectedly longer duration resulting in the delay of overall job com-

TABLE 5

TABLE 6
completion time. However, LABP benefits from its locality-awareness data block distribution strategy, which reduces the percentage of non-local task executions and decreases job completion time. On the contrary, OBRU performs better than DRAW, DDP, and LABP as it efficiently handles the imbalanced workloads during the reduce phase to efficiently utilize the cloud resources, which marginally improves the performance of the MR jobs. RENDA overcomes the compulsion as mentioned above and overlaps the data distribution and data processing stages by carefully allocating data in several installments based on the nodes’ real-time computing capacity estimation. As evident from Fig. 14a, 14b, and 14c, RENDA shows the improved performance over the rival schemes with reduced overall job completion time regardless of the underlying MR applications and input data size.

Table 5 shows the percentage reduction obtained in non-local execution of tasks by RENDA with respect to the default Hadoop, DRAW, DDP, LABU, and OBRU. The performance comparison results are obtained for three MR applications, such as WordCount, Grep, and Sort. The RENDA achieves as much as a 28% reduction in non-local execution compared to the default Hadoop scheme. The RENDA also performs superior compared to the DRAW, DDP, LABU, and OBRU with as much as 20.5%, 13.0%, 12.2%, and 10.6% reduction in non-local task executions. The results of Table 5 shows that the RENDA is robust and performs consistently well across the diversified MR applications and workload sizes. Table 6 shows the percentage reduction obtained in average job completion time by the RENDA with respect to the default Hadoop, DRAW, DDP, LABU, and OBRU. On the line of the results obtained in Table 5, RENDA shows as much as 29.0%, 23.3%, 13.9%, 12.6%, and 11.8% reduction in average job completion time compared to the default Hadoop scheme, DRAW, DDP, LABU, and OBRU, respectively.

The load-balanced data distribution is one of the crucial aspects to improve the job completion time. The RENDA carries out multi-installment on-the-fly data blocks allocation in proportion to the computing capacity of nodes and network characteristics. The experiment was carried out to validate the performance of RENDA for subsequent data blocks distribution. Except the master node $VN_m$, data blocks’ processing time of all slave $VN_s$ is recorded for at last ten tasks of a given MR application. Additionally, the performance is assessed across different input sizes, such as 32GB, 64GB, and 96GB. The corresponding results for the WordCount, Grep, and Sort are shown in Fig. 15a, 15b, and 15c, respectively. Despite heterogeneous computing capacities of nodes shown in Fig. 9, the data placement by RENDA has resulted in uniform average data processing time, as shown in Fig. 15. The uniform data processing time of nodes confirms the balanced distribution of workloads to the nodes. The slower nodes received less data and faster nodes received more data. The maximum standard deviation of data processing time of nodes is 5.4 sec, 8.6 sec, and 11.2 sec for input data size 32GB, 64GB, and 96GB, respectively across the three MR applications.

### 6.3 Limitations and future directions

The RENDA ensures the efficient data placement of periodic workloads in heterogeneous clouds and improves cloud resource utilization by reducing the overall job completion time. The efficiency of RENDA is validated on an in-house cloud of a 16 VMs, which is one of the limitations. In the future, we strive to validate the scalability of RENDA on a cloud data center comprised of hundreds of VMs. Under the abstraction of the MR paradigm, RENDA relies on the Weighted Moving Average (WMA) to estimate the remaining time. The WMA performs reasonably well, provided a sufficient number of past $m$ observations are considered, which is challenging to ascertain theoretically in a production cluster. However, sub-optimal $m$ can be obtained experimentally, which provides an improved estimation of the remaining time. The online estimation of remaining time and prefetch of data requires additional computation power compared to the straightforward default Hadoop data placement. However, the time complexity to estimate remaining time is a unit time as described in theorem 1.

RENDU improves cloud performance through efficient data placement, and it is not designed as the overall resource manager. The recent cloud architectures such as YARN, BORG, and Fuxi act as resource managers and address broader issues such as workload partitioning, job scheduling, and resource allocation. On the contrary, RENDA solely focuses on efficient partitioning of the
periodic workloads and distributing them to nodes considering the dominant factors of cloud, such as network delay and concurrency. RENDA benefits the existing architectures, and it can be used as an external plug-in to address the data placement issue efficiently.

One interesting immediate extension to the problem posed in this paper is to validate using the DLT model. Although the DLT model attempts to derive optimal data sizes under constant network and processing speeds, when applied in our problem context, the processing time derived using DLT model could serve as a useful estimate on time performance, which could also give an estimate on the amount of resources to be deployed.

7 CONCLUSION

In this paper, a Resource and Network-aware Data Placement Algorithm (REnda) is proposed. At the center of the RENDA is the fine-tuned overlapped execution of the data distribution stage and data processing stage, which overcomes the sequential execution compulsion of MR jobs and improves the cloud performance in terms of job completion time. The performance of RENDA is largely dependent on the estimation of the remaining time of the nodes and subsequent data blocks distribution. RENDA employs Weighted Moving Average with \( m = 7 \) past observations that give an improved estimation of the remaining time for Grep and Sort applications. Moreover, RENDA allocates the subsequent data blocks to nodes utilizing relative performance, which ensures timely data availability and streamlines the data distribution and processing stages. The RENDA is implemented on 16 nodes heterogeneous virtual Hadoop cloud and subsequently evaluated on three periodical batch applications. The experimental results show that the RENDA reduces the data transfer overhead up to 28%, thereby reducing the average job completion time up to 16% with an average speedup of 27% over default Hadoop policy. To be specific, RENDA consistently outperforms the existing state-of-the-art alternatives.
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